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Abstract

Machine reading comprehension (MRC) systems are typically evaluated by accuracy on the RACE MRC task. There is a significant gap between the state-of-the-art machine performance (74.1%) and the human ceiling performance (94.5%) on RACE, even though MRC systems have outperformed humans on a number of MRC tasks. In this paper, we aim at better understanding of the characteristics of RACE and the desiderata for human-level performance on RACE. On one hand, we categorize 300 questions randomly sampled from the RACE test set according to a set of prerequisite skills that we propose. On the other hand, we evaluate top MRC systems proposed for RACE on different categories of questions. The result suggests that existing systems have much room for improvement in terms of representing certain reasoning skills, such as relation identification and algebraic reasoning. Data categorization and code are available on github.

1 Introduction

Machine reading comprehension (MRC) is a long-term goal of natural language processing research. Burges (2013) suggests that we can operationally define MRC tasks as question answering (QA) tasks based on textual materials. QA is both a means of evaluating MRC systems and an application of MRC (Chen et al., 2018). A successful MRC system is expected to correctly answer questions about textual materials after processing them, as long as the questions are answerable by a majority of human readers of the materials who are proficient in the language.

There are four main types of MRC tasks, in the form of four types of text-based QA. In cloze style tasks (Hermann et al., 2015; Hill et al., 2015; Onishi et al., 2016), systems are expected to select tokens from sets of options or a vocabulary to complete sentences that contain placeholders. In span prediction tasks (Rajpurkar et al., 2016, 2018; Trischler et al., 2016; Joshi et al., 2017), systems are required to use token sequences in the original texts to answer questions about the texts. In free-form QA tasks (Nguyen et al., 2016; Kočiský et al., 2018), systems may provide free-form answers, while the answering keys are often designed to be tokens or paraphrases of tokens from the original texts. In multiple choice tasks (Richardson et al., 2013; Lai et al., 2017), systems answer questions by choosing correct options from multiple candidate answers.

Neural network models proposed in recent years are capable of learning complex lexical matching through deep structures. These models perform well on questions that are solvable using only lexical cues. Such questions include most cloze style questions, span prediction questions, free-form questions, and some multiple choice questions. Machine systems that use neural network structures have outperformed humans on a number of tasks that consist of such questions. On the other hand, it is realized that good performance on these tasks is not a sufficient indicator of human-level reading comprehension capacity (Clark et al., 2018). RACE is a multiple choice dataset claimed to involve much reasoning. Many questions in RACE cannot be answered using only lexical cues. Arguably in accordance is the fact that there exists a gap between the state-of-the-art model performance (74.1% test accuracy) and the human ceiling performance (94.5% test accuracy).

In this paper, we aim at understanding the
desiderata for better MRC systems by analyzing the gap between the top machine performance and the human ceiling performance on RACE. Firstly, we analyze questions in RACE and propose a set of reasoning skills required for them. Then we categorize 300 questions randomly selected from the test set according to the proposed skills. Lastly we evaluate BERT\textsubscript{BASE}, BERT\textsubscript{LARGE} (Devlin et al., 2018), and DCMN (based on BERT\textsubscript{BASE}) (Zhang et al., 2019) on each category of questions. The models perform differently on different categories of questions, indicating that our data categorization is meaningful. The categorization may be effectively used to examine MRC models on representations of different reasoning types. While models achieve high accuracy on questions that are solvable through lexical matching, they perform much worse on questions that require certain reasoning skills, such as relation identification and algebraic reasoning. We conclude that building representations for these reasoning skills is the desiderata for human-level MRC.

2 Related Work

2.1 The RACE Dataset

The large-scale ReAding Comprehension dataset collected from English Examination (RACE) is a multiple choice style dataset (Lai et al., 2017). It consists of passages and multiple choice questions designed for middle and high school students who study English as a second language.

2.2 Analytical Approaches to MRC Datasets

Annotating questions with reasoning types is a common approach for understanding MRC datasets. The purpose of such annotation is usually to evaluate the overall difficulty of datasets. In the original RACE paper (Lai et al., 2017), the authors follow Chen et al. (2016) and Trischler et al. (2016) to stratify questions in RACE into five classes: word matching, paraphrasing, single-sentence reasoning, multi-sentence reasoning, and insufficient/ambiguous. These classes are, however, not indicative of the specific reasoning skills necessary for answering questions.

Lai et al. (2017) further list five reasoning categories observed in RACE: detail reasoning, whole-picture reasoning, passage summarizing, attitude analysis, and world knowledge. But the list is insufficient for the purpose of thorough examination of models on their representations for reasoning types. The definitions of “detail” and “world knowledge” are unclear. “Whole picture reasoning” and “summarizing” seem to overlap. The list is also not comprehensive enough to cover all reasoning skills required.

For the purpose of evaluating MRC systems based on reasoning skills, Sugawara et al. (2017) have proposed a list of reasoning skills for the MCTest dataset (Richardson et al., 2013):

- List/Enumeration
- Mathematical operations
- Coreference resolution
- Logical reasoning
- Analogy
- Spatiotemporal relations
- Causal relations
- Commonsense reasoning
- Schematic/Rhetorical clause relations
- Special sentence structure

Although the list involves some careful design, the authors do not sufficiently consider the nature of MRC. Consider the following example. Context: John was annoyed because his sister ate his cake. Question: Why was John annoyed? Answer: Because his sister ate his cake. Sugawara et al. (2017) states that this example involves causal relations. But indeed, the question can be easily solved with lexical matching. Also, the MCTest dataset is designed for 7-year-old children and involves less complex reasoning than RACE. The annotated MCTest dataset is insufficient to be used to examine model representations of reasoning skills.

3 Reasoning Skills in RACE

We propose eight categories of reasoning skills that are mutually exclusive and cover all questions in RACE. The proposal considers the nature of MRC and aims at operational classification of questions in RACE for the purpose of diagnosing the desiderata of better models. One example from each category, except for Others, is listed in Table 1.

- **Lexical Matching:** The correct option appears in the passage or is paraphrasing lexical cues in the passage. There is no confusing options.
- **Inference:** The correct option can be inferred from lexical cues in the passage. Representations for logical reasoning skills, such as, negation and deduction, are necessary for the machine to synthesize lexical cues in the text and obtain the correct option.
Table 1: Examples from the test set of RACE that require different reasoning skills.

**Relation Identification**: Multiple options can be matched to lexical cues in the passage. The machine needs to track relations among entities and events in the passage to identify the most relevant and correct option. From human perspective, the relations could be conditional relations, causal relations, spatiotemporal relations, and so forth. From machines' perspective, all relations are different types of mapping between numerical representations that need to be learned.

**Summary**: Multiple options can be matched to lexical cues in the passage. The machine needs to identify the option that dominates the meaning of the passage from a certain aspect requested by the question.

**Coreference Resolution**: A special type of question where the machine needs to decide which nouns and pronouns refer to the same event or entity.

**Algebraic Reasoning**: A special type of question where the machine need to either accomplish algebraic operations among numbers in the passage or count entities or events in the passage.

**Commonsense Reasoning**: The correct option can be matched to lexical cues in the passage or inferred by synthesizing lexical cues in the passage. Often, incorrect options have matches in the passage and are confusing. Humans need commonsense knowledge as complement to the text to solve such questions. The commonsense knowledge is neither semantics or syntax of the language, nor anything that can easily be obtained from contextualized embeddings of tokens in the text.
### Table 2: Summary of question counts in each category.

<table>
<thead>
<tr>
<th>Category</th>
<th>Mid</th>
<th>High</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexical Matching</td>
<td>81</td>
<td>69</td>
<td>150</td>
</tr>
<tr>
<td>Inference</td>
<td>13</td>
<td>21</td>
<td>34</td>
</tr>
<tr>
<td>Relation Identification</td>
<td>11</td>
<td>5</td>
<td>16</td>
</tr>
<tr>
<td>Summary</td>
<td>14</td>
<td>28</td>
<td>42</td>
</tr>
<tr>
<td>Coreference Resolution</td>
<td>5</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Algebraic Reasoning</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Commonsense Reasoning</td>
<td>20</td>
<td>15</td>
<td>35</td>
</tr>
<tr>
<td>Others</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

**Others:** This category includes special questions not covered in the above categories. One example question under this category requires the machine to fill in a blank in the passage.

### 4 Data Categorization

We randomly sample 300 answerable test questions from RACE. RACE has two parts, one containing examination questions for middle school students and the other containing questions for high school students. We sample 150 from each part. We annotate each question with one of the reasoning skills proposed. The number of questions in each category is summarized in Table 2.

### 5 Experiments

#### 5.1 Models

**BERT:** Bidirectional Encoder Representations from Transformer is a powerful and versatile model for learning language representations (Devlin et al., 2018). $\text{BERT}_{BASE}$ and $\text{BERT}_{LARGE}$ respectively consists of a stack of 12 and 24 Transformer (Vaswani et al., 2017) encoder blocks. Each model is pretrained on large amounts of textual materials and can be finetuned on multiple choice MRC tasks. BERT achieves an overall accuracy that is close to the state-of-the-art machine performance on RACE.

**DCMN:** Dual Co-Matching Network (Zhang et al., 2019) uses word representations from BERT and performs dual co-matching among passage, question, and options. DCMN computes passage-aware question representations, question-aware passage representations, passage-aware option representations, and option-aware passage representations. These representations are then aggregated to perform prediction. The ensemble version of DCMN that uses word representations from $\text{BERT}_{LARGE}$ achieves the current state-of-the-art.

#### 5.2 Implementation Details

We experiment with $\text{BERT}_{BASE}$, $\text{BERT}_{LARGE}$, and $\text{DCMN}_{BASE}$ which uses $\text{BERT}_{BASE}$ instead of $\text{BERT}_{LARGE}$ as the encoder due to the limitation of computing resources. All models are initialized with pretrained parameters from uncased BERT and trained with max sequence length 400, learning rate $2e^{-5}$, and 16-bit training. $\text{BERT}_{BASE}$ and $\text{DCMN}_{BASE}$ are trained for 20 epochs, while $\text{BERT}_{LARGE}$ is finetuned for 5 epochs. The overall test performance is compared to the results on the leaderboard in Table 3.

Our result for $\text{BERT}_{BASE}$ is higher than the one from the leaderboard, likely because we trained for more epochs with larger sequence length. Our result for $\text{BERT}_{LARGE}$ is slightly lower than the one from the leaderboard, also likely due to differences in hyperparameter tuning. Adding dual co-matching demonstrates a little better performance than directly finetuning BERT on the multiple choice task both in our reproduction and on the leaderboard. Our reproduction is reasonably well for the purpose of investigating model performances on questions that require different types of skills.

#### 5.3 Evaluation

We calculate the model test accuracies on different categories of questions. The results are summarized in Table 4.

All three models perform the best on lexical matching questions. Interestingly, $\text{BERT}_{BASE}$ perform slightly better than the other two models on lexical matching. Nevertheless, $\text{BERT}_{LARGE}$ and $\text{DCMN}_{BASE}$ are relatively advantageous on more complex tasks such as inference, summary, and coreference resolution. This is expected because they involve more parameters and
more complex mappings. However, it is unclear whether further increment in model size is a possible and efficient way for human-level performance on these questions.

Significantly, all models perform very poorly on tasks such as relation identification, algebraic reasoning, and commonsense reasoning. These types of RACE questions are usually very intuitive for humans. This shows the necessity of developing mechanisms that explicitly model these reasoning types, if we aim at human-level machine reading comprehension.

6 Discussion

We have demonstrated that existing models have much room for improvement in terms of representing a number of reasoning skills. Such improvement is necessary for human-level MRC. Much follow-up work can be done. Firstly, since BERT\textsc{LARGE} performs better than BERT\textsc{BASE} on synthesizing lexical cues, it would be meaningful to explore how further increment in the model depth may improve the performance. Secondly, since BERT\textsc{LARGE} perform badly on certain reasoning types, including relation identification and algebraic reasoning, it is necessary to explore architectures or modules that explicitly model these skills and are trained for these skills. Thirdly, datasets that focus on reasoning skills can be developed, since existing models indeed perform pretty well on lexical matching questions. Such datasets could potentially include reasoning behind decisions, so that machines can learn the mapping among different reasoning materials in a supervised and interpretable way.

Table 4: Test accuracies on different categories of questions.

<table>
<thead>
<tr>
<th>Category</th>
<th>\textsc{BERT\textsc{BASE}}</th>
<th>\textsc{BERT\textsc{LARGE}}</th>
<th>\textsc{DCMN\textsc{BASE}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexical Matching</td>
<td><strong>0.9200</strong></td>
<td>0.8800</td>
<td>0.9000</td>
</tr>
<tr>
<td>Inference</td>
<td>0.5294</td>
<td><strong>0.7353</strong></td>
<td>0.5882</td>
</tr>
<tr>
<td>Relation Identification</td>
<td>0.1875</td>
<td>0.5000</td>
<td>0.4375</td>
</tr>
<tr>
<td>Summary</td>
<td>0.6667</td>
<td>0.7857</td>
<td>0.6667</td>
</tr>
<tr>
<td>Coreference Resolution</td>
<td>0.2857</td>
<td>0.8571</td>
<td>0.5714</td>
</tr>
<tr>
<td>Algebraic Reasoning</td>
<td><strong>0.3750</strong></td>
<td>0.3750</td>
<td>0.1250</td>
</tr>
<tr>
<td>Commonsense Reasoning</td>
<td>0.3714</td>
<td>0.4857</td>
<td>0.4571</td>
</tr>
<tr>
<td>Others</td>
<td>0.7143</td>
<td>0.7143</td>
<td>0.7143</td>
</tr>
</tbody>
</table>
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